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Ab initio density functional theory calculations are applied to the prediction of homogeneous outer sphere
electron transfer rates within the classical Marcus formalism for a series of transition metal hexaquo ions in
a background electrolyte. Reorganization energies, frequency factors, electronic transmission coefficients,
and the effective electron transfer distances are calculated. Theoretical inner sphere contributions to the
reorganization energies correlate very well with total reorganization energies estimated from experimental
self-exchange rates. Important energy contributions arising from-Jediter distortions are accurately included

in the inner sphere term. Effective electron transfer distances are found to be only slightly longer than the
sum of the average calculatedND distances. Calculated adiabatic self-exchange rates agree well with observed
self-exchange rates. The driving force for bimolecular electron transfers, calculated from total energy differences,
is found to compare well with estimations using experimental reduction potentials to within 4 kJ/mol. The
choice of basis set is found to be very important in these calculations, and for this system, the@®{#dsis

set outperforms DZVP. The methods presented provide a convenient means to produce usefully accurate
parameters for Marcus theory to predict outer sphere electron transfer rates.

1. Introduction principle relates the activation free energyG*) for the electron

Knowing the rates of individual electron transfer reactions {ransfer step to the driving forcé(°) and the reorganization
can be fundamentally important in understanding the behavior €nergy £). The latter is usually taken as the sum of the energies
of overall redox processes in natural waters. This is becauser®duired to reorganize the molecular structure of the reactants
any particular electron transfer step in a reaction series can beltis = inner sphere contribution) and the surrounding solvent
slow, thereby controlling the overall rate. Rate limiting electron Molecules {os = outer sphere contribution) to the configuration
transfer can play a dominant role in trace metal cycling and the compatible with electron transfer. Total reorganization energies
speciation and transport of contaminants in the environment. &€ measurable quantities under certain circumstances using
Examples include the slow oxidation of Mn@iand HS?3 by electron spin resonance line-broadening experiments or @TM
0, and the persistence of intermediate organic degradationThese experimental approaches are rgstncteq to ideal conditions
products in oxic groundwatefs? Predictive models based on with stgble molecules and can b_e tedious to implement. At t_he
thermodynamic redox equilibria are inadequate in such casesSame time, measurement of the inner and outer sphere contribu-
and must incorporate disequilibrium kinetf&$Knowing the tions to thg reorganization energy in the chemical conditions
rates of the component elementary electron transfer steps is f interestis quite rare. Since the usefulness of Marcus theory
necessary prerequisite to developing accurate overall modelsinges on obtaining accurate estimations of the reorganization

Electron transfer reactions can generally be subdivided into €N€rgy, itis natural to consider the utility of modern molecular
two types: those following an inner sphere mechanism vs thoseModeling techniques for this purpose.
following an outer sphere mechanism. In any particular overall A variety of molecular modeling approaches have been
reaction, both pathways can operate in parallel. However, the applied to calculating eithetis or 1os for homogeneous and
preference of inner vs outer sphere can change with solutionheterogeneous electron transférz® Rigorous calculations of
conditions such as pH because it can affect the lability of inner 4os require dynamic simulation of fluctuating solvent mol-
shell ligands (e.g., 10). The ability to predict electron transfer ecules’:?? but this approach seems far from practical. The
rates for a particular pathway as a function of reactant speciationoriginal dielectric continuum treatment by Marcus is in wide-
would be invaluable for the interpretation of macroscopic kinetic spread use and can be sufficiently accurate, with knowledge of
experiments. the effective radii of the reactants. Theoretical approaches to

Marcug! developed a useful quantitative theory for predicting estimatels are surprisingly few, and the “best” approach is
outer sphere homogeneous electron transfer rates in solution$till a matter of debate. However, several commonalities are
and later extended the theory to heterogeneous electron transfeglear. Ab initio cluster calculations arrive at more accurate
at interfaces (ref 12 and references therein). The theory alsopotential energy surfaces for the reactant molecules than
has been demonstrated to be useful in understanding electrorparametrized electrostatic approactes® Hartree-Fock meth-
transfer in biomolecule® intrasurface charge transférand ods overestimaté;s and the effects of electron correlation must

scanning tunneling microscopy (STM) dateé The basic be taken into accourt:?” Most of these previous approaches
arrive atljs using force constants from a cumbersome procedure
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energy surfaces. Using MollePlesset second-order perturba- A
tion theory (MP2) for the geometry optimizations of organic
m-systems, Klimkans and Larss8rsuggested thalts could be
calculated in a convenient way from the total energies of the
isolated reactant molecules in their ground and excited electronic
states. However, to our knowledge, a benchmarking of this
approach against experimental data has not been performed.
The purpose of this investigation is to evaluate density AG
functional theory (DFT) ab initio cluster calculations as a means
to derive, in a simple but sufficiently accurate way, the Marcus >
parameters for homogeneous outer sphere electron transfer. We Nuclear Reaction Coordinate
chose a series of M(%3+/2+ using M=V, Cr, Mn, I_:e, a_nd Figure 1. Potential energy of the reactants (left parabola) and products
Co as the case StUdY for several reasons. These five first 'OW(right parabola) as a function of the nuclear configuration for a self-
transition metal aquo ions are expected to follow an outer sphereexchange reaction where there is no net free energy change. For the
pathway for self-exchang&:2° This allows the total reorganiza-  redox couples in this study, splitting in the intersection region,
tion energy to be estimated from experimental self-exchange exaggerated in the diagram, is small due to weak electronic coupling
rates through the Marcus relations. Experimental self-exchange®f the reactantstyg is approximately 2 orders of magnitude smaller
rates for these complexes are well-known and vary widely, than*i,_leadlng to slov_v electron transfer. The activation energy barrier
spanning 5 orders of magnitude. Also, because they also undergéAG ) is then approximately equal t/4.
electron self-exchange without the tendency to hydrolyze or
change coordination numbers, differences in the self-exchangethe charges of the reactants, the separation of the rea®ants
rates are due mostly to differences Ag. Although the tri- and the dielectric properties of the solvent corrected for ionic
valent ions typically exist only in trace quantities in natural strength. Various equations have been derived in this regard.
aquatic environments, self- and bimolecular exchange kinetics Most are based in DebyeHickel theory and are therefore
between these trace ions are nonetheless of geochemicahpproximate but sufficiently accurate below ionic strengths about
importance in the redox cycling of metals and atmospheric 2—3 M. For simplicity, the expression employed in a study by
chemistry30 Weaver and Le® was used in this study:

Energy
>>

2. Outer Sphere Electron Transfer Theory W= (1/4re)Z,Z,&NIeR (L + BRy ™) ®3)
Complete descriptions of the theory are available in the Where the factor 14eo equals 8.988< 10° N-m?%/C? Z; and
literature33+-33 The following is a brief summary of the Zzare the charges on the reactant2 @nd+3 throughout this
equations which were used to calculate outer-sphere electronstudy), e is the electron charge (1.602 10°*° C), & is the
transfer rates for the self-exchange or homogeneous bimoleculastatic dielectric constant of the solvent (78.39 foiCHat 25
redox reactions in this study. Observable rates of self-exchange’C), Rm is R expressed in meter$3 is a Debye-Hiickel
or homogeneous redox exchange involve the following basic Parameter, ang is the ionic strength. The factddRs is a
steps: (1) diffusion of the reactants together to form the precursor Unitless parameter on the order of unity in pract#t@he value
complex, (1I) electron transfer within the complex to form the 0f B at 25°C is 0.328 forR expressed in angstrom&x).>’
successor complex, and (Ill) dissociation of the successor Using these valuesy comes out in joules per mole.

complex. These can be written in the context of self-exchange Within the activated complex, the rate of electron transfer
reactions as (ke €q 1) is based on the rate of fluctuation of the electronic

state of the precursor complex in the direction of the electronic
state of the successor complex due to thermally induced changes
in the nuclear configuration. The two states can be diagrammed
Ket as parabolic total energy surfaces as a function of a nuclear
(M(I1) ===M(1D] — M) ===M(1D)] (1 configuration coordinate as shown in Figure 1. Electron transfer
takes place in the intersection region of the two curves
(M) ==-M(N] = M)+ M) (1) representing the point when the precursor complex has been
Using the steady state approximation and assuming theactivate_,ql to the configuration o_f the trgr_\sitior_l state. Here, the
reaction is not diffusion limited and that dissociation in step 11l Probability of electron transfer is subdivided into two classes:
is fast, the net rate that is usually observed in experiment is diabatic and nonadiabatic. The former implies a high degree
due only to the equilibrium constant for the formation of the of mixing of reactant orbitals, causing the intersection region

precursor complexipre) and the rate of electron transféey: to be split and smoothed (Figure 1) to the degree that the
probability of electron transfer is effectively 100% once the

ML) + M) ~2= M1 --M(I)] 0)

Kobs = Kpre Ket 1) transition state configuration is reached. The latter describes

reactions where the orbital mixing is so small that little splitting

Kpre is described as occurs and the probability of electron transfer is much lower,
often arising from structural or steric hindrances causing a large
Kore = 47NR dR exp(—W/RT) 2 separation between the redox active centers. The rate of both

. ) . ) types of electron transfer can be written as
whereN is Avogadro’s numbemR s the effective separation of

the reactants at their closest approaéhistthe effective reaction ko= vI'k exp(—AG*/RT) 4)
zone thickness, and is the Coulombic work to bring the

reactants togethéf.A commonly used value forR} also used wherev is the nuclear frequency factor9, T is a nuclear
here, is 1/1.2132The electrostatic energy term depends on tunneling factor is the electronic transmission coefficient, and
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AG* is the free energy of activation. At room temperature,
nuclear tunneling does not typically contribute significantly to
the electron transfer rate, $bis assumed equal to unifand
is such throughout this study. In contrast, the electronic coupling
between the redox pairs in this study is expected to be #eHk,
and thereforec is much lower than unity and must be treated
explicitly (see next section). In doing so, we assume an electron
transfer probability that is significantly less than 100% once
the transition state is reached (nonadiabatic).

Marcus developed a simple but useful statistical mechanical
model relating the free energy of activatiohG*) to the driving
force of the electron transfer stefpG°) and the reorganization

energy {):

AG* = (AG® + 1)%4) (5)

For self-exchange reaction8G° = 0 and thusAG* equates
simply toA/4 and is referred to as the intrinsic electron exchange

barrier (Figure 1). In bimolecular redox reactioh&°® = 0 and
A can be obtained from the Marcus cross relation:
A=A+ A2 (6)

wherel; and A, are the self-exchange reorganization energies
for reactants 1 and 2, respectively. Where formal reduction
potentials are availabl\G° can be obtained from

AG®

= (7
wheren is the number of moles of electrons transferreds

the Faraday constant, afgqandEyy are the standard reduction
potentials for the respective half-reactions. Since the Marcus
relations are only applicable to one-electron-transfer reactions,
nin eq 7 will be equal to 1 throughout this study. It should
also be noted thaAG® should be corrected for the difference
in electrostatic work required to bring the reactants together
and that for the producf.In this study, because the charges
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Figure 2. Schematic illustration of the approach for the calculation
of inner sphere reorganization energies (modified from Klimkans and
Larsson). Potential energy curves are shifted vertically reflecting the
total energy differences between a M(lI1)(@klcomplex @ electrons)

and a M(I1)(OHy)s complex (1 + 1 electrons). The M(1Bpr — M(IIT) mq
energy difference is equivalent to the vertical ionization potential of
M(Il) opr. The M(lIl)opr — M(Il) many energy difference is the vertical
electron affinity of M(lll)opr. The inner sphere reorganization energy
= lisl + iisz-

total energy differences of four gas-phase clusters. Using the
self-exchange example given in reaction Il above, this procedure
breaksis into two components:

of the reactants equals the charges of the products and theyith
changes in the effective radii of the reactants and products are

small, this correction is insignificant.

The reorganization energyis the energy required to move
all the precursor complex atoms, including the solvent mol-
ecules, from their equilibrium positions to the equilibrium
positions of the successor complex without transferring the
electron (Figure 1). Contributions tbare separated into that
from the inner sphere atomgid), in this case the M(ObJs
cluster, and the outer sphere solvent atoimg),(in this case
the second hydration sphere, with= Ais + Aos Aosis due to
the work of reorganizing solvent molecules surrounding the
activated complex and has been successfully treated from
continuum theor¥* using

Aos= (AQY? (1/2r; + 1/2r, — 1/R)(1/D,, — 1le)  (8)
whereq is the charge transferred; andr, are the effective
radii of the reactant molecules with + r = R, andDgy is the
optical dielectric constant of the solvent (equals the index of
refraction squared). Using angstronigs comes out in elec-
tronvolts.

3. Theoretical Methods

Inner Sphere Reorganization Energies4;s). The Klimkans
and Larsson study of organic-systems suggested thag for
self-exchange reactions could be calculated from the ab initio

lisl = E(M(II) M(II)) — E(M(IIT) gpp) )
lisz = E(M(I1) M(III)) — E(M(I1) gp7) (10)
;Lis = ;Lisl + ;Lisz (11)

whereE indicates the total electronic energy and the subscript
is a reference to the configuration of the cluster with “OPT”
indicating the calculated minimum energy structure. M{jfl)
then represents a single point energy calculation of M(lll) frozen
in the optimized M(Il) configuration, and vice versa for
M(II) maiy - The overall procedure is diagrammed in Figure 2.
We adopt this approach in this study for its simplicity. It has
not been applied to transition metal complexes elsewhere in
the literature to our knowledge.

Frequency Factor (). The frequency factor can be taken
as the sum of the weighted contributions of all the normal mode
force constants t@.13 Presumably, the inner sphere reorganiza-
tion energy for the M(OR)s clusters is largely due to MO
bond stretching, hence we used the calculated symmetric
stretching frequencies for the self-exchange reactants in

V= [((CVM(II))Z + (CVM(ln))z)/Z]O'5

wherec (m/s) is the speed of light, angqy andvuqy are the
calculated symmetric stretching frequencies Hrfor M(ll)-
(OHy)s and M(III)(OHy)e, respectively. This assumes an equal
contribution ofvmgy andvmany to Ais which is justified in this
study because, in the self-exchange reactions, most calculated
values oflis, andZs, turn out to be nearly equal. For bimolecular

(12)
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reactions, we use the geometric mean of the self-exchangementall’s passed through zero, as it should in principle. We
frequencies? note that the choice to use calculated valueRadnd v to
compute the “best” guess for the experimeritalas to avoid
V= (1/11/2)0‘5 (13) introducing additional error in the estimate f
Ab Initio Methods. We performed the ab initio calculations
wherewv; and v, are the calculated frequency factors for the using Gaussian®4on Silicon Graphics R10k-based worksta-
self-exchange reactions of the reactants. tions. We chose to utilize the B3LYP hybrid DFT metHd¢f
Electronic Transmission Coefficient (). Splitting of the as it has been shown to be sufficiently accurate to provide useful
potential energy surfaces in the intersection region due to results on a variety of moleculé$:4” The calculations were
electronic interaction of the reactants is treated quantitatively repeated using two basis sets: a so-called “DFT orbital” DZVP
via the electronic coupling matrix elemelfig (see Figure 1).  sef® and a Pople-type 6-3#G set were used. The latter
Hag is dependent on the separation of the redox centers in theconsists of a WachterdHay 6-311G séP50 with an added
encounter complex and is highly sensitive to a particular diffuse function (“+").51 The DZVP set was chosen because of
structural conformatiof} calling into question the practical  its demonstrated usefulness in the calculation of relative proton
usefulness of its rigorous determination from static calculations. binding energies for the trivalent transition metal hexaquo ions
Therefore, in this study, we adopt an internally consistent set considered in this study, and the 6-31+G set was chosen
of Hag values derived quasi-experimentally for the redox because of the accurate total free energies obtéfirfed Fe-
couples in their dynamic staté These are combined with the  (111)(OH ,)e. Starting M(OH)s structures and initial guess wave
calculated values for to estimatec using” function were obtained from geometry optimizations at the
Hartree-Fock level of theory using a 3-21G basis set. All
i =2[1— exp(-ve/2v)/[2 — expCve/2v)]  (14) optimizations were performed without symmetry restrictions.
As most of the trivalent first row transition metals are in a high
spin state in aqueous solution, the cluster calculations were
performed using a high spin restriction. In our series of M§jgH
complexes, Co(lll) is the only exception because it is expected
to be predominantly in a low spin configuration with thg t
nonbonding set filled with six electrof3.For simplicity and
consistency within this M(ObJs series, we chose to model the
Co self-exchange process as a simple, one-electron, high spin
exchange. Mulliken population analyses of the distribution of
charges and spin density on the metal atom for the optimized
and frozen geometry configurations were checked to be
consistent with the desired charge and spin state. Frequency
calculations, as implemented in Gaussian94, were performed
on the final optimized clusters to ensure convergence to a true
minimum, to calculate the symmetric stretching frequency, and
to obtain estimates of the thermochemical contributions to the
total energy (298.15 K, 1 atm standard state; zero point, thermal,
enthalpic, and entropic corrections to the electronic energy).

wherewg is the frequency of electron transfer s within the
activated complex given BY

Ve = 2H 5 /(7 IART) (15)

whereh is Planck’s constant. For the biomolecular reactians,
was calculated similarly to in eq 13.

Effective Electron Transfer Distance R). The effective
electron transfer distandeis traditionally a somewhat ambigu-
ous parameter, although it is generally related to the size of the
reactant specie®.The ab initio methods used here can provide
highly accurate geometries and bond lengths, including-Jdahn
Teller distortions for Mn(llI)(OH)s and Cr(I1)(OH)e, but the
relationship between these subtle differences in bond lengths
in individual reactants and the effective electron transfer distance
Ris unclear. We retain some of these differences in the MjjpH
clusters by averaging the six calculated-® bond lengths and
using this value for the base radius of the cluster. The effective
radius of the clusten;, however, is commonly thought to be 4. Results and Discussion
somewhat larger than the cluster itself by values up to 148 A.
Similarly, we leave room for an adjustable distance parameter
X, that is common to all the clusters within the suite of
calculations using

Self-Exchange Reactions.The series of five M(Ok)s
'clusters are not expected to have significant differences in
solvent reorganization energies because the small differences
in the average bond lengths for the reactant molecules equate
r=r, o+ X (16) to minor differences irdos (~ 0.04 gV). LikeV\_/ise, values f_or
derived from calculated symmetric stretching frequencies are
and expected to be alike in magnitude 10'3), and similarly,« is
expected to vary within an order of magnitude of the 40
R=r,y_othmot2X 17) range>® In similar ionic strength solutions, the work terms
should also be similar because all reactant charges-arand
wherer; y—o andr; y—o are the average calculated-D bond +3. Hence, we expect that most of the differences in observed
lengths of the reactants. The valuexafias determined for each  rates are a reflection of differencesp. Calculated values of
suite of calculations as follows. Using the calculated value of A, 4is,, andAis for the transition metal hexaquo ion series from
Rwith x initially set to zero, observed self-exchange rates were our ab initio calculations performed using both the DZVP and
corrected forKpe and electrostatic work using their respective 6-3114-G basis sets are reported in Table 1. Total electronic
experimental ionic strengths and eq 3, giving an estimate of energies for the optimized M(O% clusters and the M(Ohs*
ket Using the calculated values efand« and eqs 4 and 5, we  clusters frozen in their self-exchange partner geometries can
arrived at an estimate dffrom the experimental rate data. The be found in Table 2.
ab initio total energy approach outlined in eqs2 was used Values oflis, and Zis, should be similar for self-exchange
to calculatelis, eq 8 was used witR to calculatel,s, and the couples where the curvatures of the potential energy surfaces
sum was used as the theoretical estimatelfdrhe theoretical for the reactants are simildf.Calculated values ofis, andAis,
value forA and its best estimate from experiment were plotted are comparable within each set from this study, with exceptions
against each other and linearly regressed. X¥@ue was then for Cr and Co using DZVP and V using 6-3tG. The
adjusted so that the trend between the calculated and experidisagreement in these cases does not indicate a problem with
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accepting orbital 4 e eg* tag tag o S- Si :" o 5; 5; 5; : N 5; Q g
aThe largesti;s values are expected to correspond to the CejH* % g AN ® S 33 & 3 =
self-exchange couple because it has the slowest observed rate and &= Il I Il I »i 5
therefore the largest activation energy barrier. Mn and Cr self-exchanges n o D 8
both involve electron transfer into the antibondirgy et of d-orbitals. E o ~o < ©o B CE
This has a tendency to destabilize the complex and leads to relatively - |T| S8o & Jxy & %8
large changes in the configuration of the inner sphes@ hholecules o] Ig3 - S 38 - 3 g g

. ool N N =

and higher values of;. % S g § ® g % g ® g o 5
the approach, because the ab initio calculations account for 8 " | o ' EE
anharmonicities in the potential energy surface, but the fact that eI o ol ﬁ
it occurs for different M(OH)s complexes depending on the o|T §§ 8 §c§ 8 S+
basis set is an early demonstration of the basis set dependence = % ™ AN § ™ 0 '§ w3 7
inherent in this method. 2IE| 28~ug 28~g98 % 3
In the final values oflis, however, both basis sets led to ss| 77 °F 77 7 og
similar trends where Cr and Mn show higher inner sphere % o O <
reorganization energies than Fe, V, and Co. This result is g 2l mo o oo o Eo
consistent with expectations from molecular orbital thedry. S z 33 - S &g o S 58
can generally be correlated with the type of electron-accepting o= S @ S oo Q o 2 g
d-orbital on the metal atom. The reduction of both Cr(lll) and T 8898 383883 g8
Mn(lll) involves the transfer of an electron into thg* erbitals, =2 77 YT 77 Y¢ o 2
which are the antibonding counterparts to the ahd de-2 £ o =3
bonding orbitals pointing toward the ligands. Occupation of the % 3 o9 2 8 :«8' 33
g* d-orbitals causes substantial bond lengthening and distortion 15 %o 8 N8 3 _E’§
in the complex, leading to large inner sphere reorganization || 943 & do¥ o S =
energies. In contrast, Fe(lll) and V(1) accept the electron into 3|g| 89 N 5; B W’ % 8 8¢
nonbonding 44 orbitals pointing between the ligands, equating g bl b g >
to smaller changes in MO bond length and lowek;s energies. Al ol ©r~ © o< 2 E s
Likewise, because we have chosen to model the Co(ll)/(1l) self- ST &= 9 k- I ©=&
exchange as a simple, high spin exchange, our calculations result SO S3a 2 89v & 5%
in Ais for Co that is similar in magnitude to that for Fe and V ) =l 33 g <3 883 2 03 20
because high spin Co(lll) accepts an electron into,@ t 56| T7°%Y 7737 o2
nonbonding orbital. g © g%
Both basis sets also led to similag values for each particular Sl= 35 » 3 S 35
M(OH.)s cluster, with the exception of Cr where the DZVP S5 88 8 83 R B
value is 0.65 eV below the 6-3%1G value. We deem this D= JI% & S8 & 3¢
exception as a failing in the series of calculations using the 2% ':ﬁm g"ll ?;«: g? 58
DZVP basis set. The observed Cr(11)/Cr(lll) self-exchange rate E £3
is known to be the slowest of the five M(Q}d complexes, | ol ©wo © om Q@ $
and this can only be attributed to the largéstenergy for Cr g id S % % §§ § @S
of the five self-exchange couples, which was not the calculated i) % 9499 & dd2 d £2
result using DZVP. 21Tl 5N o 55owh g g
Previous estimates d@fs for comparison with our results are wid N
few and varied. Table 1 lists the theoretical estimateksdfy g < < <
Delahay*and Bu et aP* The former takes the classical approach = =g =g g3
to calculatinglis using a bond stretching moc®IBu et al. used E 'g'vﬁ ‘?A 2 3
a lower level of ab initio theory (restricted open shell Hartree ‘—3" Q¢ oF 2 ,g
Fock/Slater-type orbital basis) to derive potential energy surfaces 2 N E e (;g g - 853
for the parametrization of electrostatic potentials. The param- (¢) S 28 o 28 $ %
etrized force fields were used to calculate inner sphere reorga- & 5 c,) 7 o ? 2 S 5
nization energi_es for the M(Oh clusters. This approa_ch was w = K f ;mg § gm E’r%
unable to take into account the large energy contributions from 59: FUO oW o s s S
Jahn-Teller distortions in certain complexes, as opposed to the [ @ @ o
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Figure 3. Comparison of various calculated inner sphere reorganization Figyre 4. Calculated total reorganization energies for self-exchange
energies with the estimate of the experimental total reorganization ysing the 6-31%G set with the adjustable effective electron transfer

energies for self-exchange reactions. For the series of MH*

distance parameter= 0.56 A. This value was determined by adjusting

exchange reactions, the total reorganization energy is expected to bey tg zero they-intercept in the trend (excluding V). This also had the

primarily due to reorganizing of the inner sphergdHnolecules. Only
the values calculated using the 6-31@ basis set lead to a good

possibly fortuitous effect of improving the slope of the trend by bringing
it closer to a value of 1.

correlation (slope near 1), as can be seen by the linear regression for

this data set (excludes V). Theintercept is a rough estimate of the

experiments. Calculated values forf0.060 (Fe(OH)g*+/2"),

missing outer sphere contribution. 0.098 (Cr(OH)+2+),0.068 (Mn(OH)2+), 0.013 (V(OH)E+2H),

method used here. The differences between the valueksfor  0.042 (Co(OH)*+2")] are in reasonable agreement with those
from the various approaches in Table 1 are significant and would calculated elsewhef8.The resulting rates are reported in Table
lead to large discrepancies in calculated rates. 4, where the agreement can easily be seen to be satisfactory
The success of any of these methods must ultimately bewhen one considers that an entirely outer sphere pathway is
judged based on a comparison with experiment. Sipahould assumed and approximate expressiondfeare being utilized.
correlate linearly, with a slope close to 1, withor this series, However, as can be predicted from Figure 3, the calculated
estimates ofl from experiment were obtained by applying the V(OH2)s3t/2" self-exchange rate is somewhat higher than the
Marcus relations to experimental self-exchange rate data (seeobserved rate. A variety of possible reasons could lead to this
Theoretical Methods). Plots of our calculatggvs the “best” result, including a failing in the B3LYP/6-31G description
estimate ofl from experimental rates (using= 0 A) show of one or more of the V(OkJs complexes, and/or inapplicability
that calculated;s from the previous studies and by use of DZVP of the above assumptions to the V(@kt™2+ self-exchange.
in this study do not correlate well with from experiment Regarding the latter, evidence has been presented indicating that
(Figure 3). In contrast};s calculated using the 6-3#1G set many V(ll) reactions proceed by a bridged mecham&nyit
shows a remarkably good slopel trend. The largest deviation  this would have the tendency to result in faster observed rates
in Ais in this trend is due to V(Obe**/2+, which apparently is than the predicted outer sphere rates.
underestimated using B3LYP/6-3tG. Contradicting this Very little information is available in the literature where the
conclusion is the fact that the various methods are in bestvalue of R has been addressed in detail from a standpoint
agreement onljs values for this complex. This discrepancy independent of inference via the Marcus treatment. Values in
remains unresolved. Excluding the V datum from the regression the range 78 A have most commonly been used in earlier
had little effect on the slope of the trend and reveals the treatments of M(Ok)s complexe$>56 However, there is
remarkable correlation for the remaining four points (Figure 3), contrasting evidence in a study of a variety of Ru complexes
leading to the conclusion that the 6-31G basis set significantly  of different sizes, suggesting th&tis best approximated by a
outperformed DZVP in the calculation @fs. simple sum of the “hard-sphere” reactant r&diThe estimates
Using the 6-311G basis set results, theoreticak values for R in this study fall in a narrow range of 5:5.4 A.
were calculated using calculated valuesr@fo in eq 8 with Furthermore, a previous theoretical investigation of the Fe(ll)/
the effective distance adjustment parameter 0. Summing Fe(lll) exchange indicateR = 5.25 A for this coupl€® much
Jis andos, We plotted our calculatetlagainst the best estimate  smaller than the traditional values of8 A. For the Fe(ll)/
of A from experiment, linearly regressed all but the V datum, Fe(lll) exchange couple, we arrive at a small valueRa(5.3
and then adjustexito zero the intercept (Figure 4). The optimal  A) that agrees surprisingly well with Tembe and co-worRers
value ofx turned out to be 0.56 A. The slope of the linear trend and is closer to the sum of reactant radii than traditional values.
in this plot can be seen to differ very little from that in Figure Bimolecular Redox Reactions.The Marcus equations are
3 because the differences igs between the complexes are easily extended from self-exchange to bimolecular redox
small; thus the slope is insensitiveRo This adjustment ok = reactions in solution, assuming an outer sphere pathway, with
0.56 A has the additional effect of improving the slope of the knowledge of the free energy change from the precursor to
trend (closer to 1) because, although adjustagrimarily successor state for the reactioh@°). This energy, typically
adjusted the theoretical value #§s, it also slightly adjusted derived from formal reduction potentials, can also be estimated
the work correction applied to the experimental rate. The final from ab initio total energy calculations, leading to the ability
values of the effective electron transfer distances and theto predict cross reaction rates entirely from theory using the

corresponding work correction thys for self-exchange are
reported in Table 3, along with the best estimateiffnom the
experimental rate data.

We used our calculated valuesifR, v, andx to predict the

methods described here. An in-depth investigation of the
mechanisms of cross reactions involving the M@RHom-

plexes is beyond the scope of this study, and because our
calculated intrinsic exchange barriers are consistent with experi-

observed rates of exchange at the ionic strengths used in thement, little new information would be gained with the current
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TABLE 3: Best Estimates for the Total Reorganization Energy and Related Parameters from Experimental Rates Compared to
Calculated Total Reorganization Energied

Fet/3+ Cr2+i3+ Mn2+/3+ \/2+/3+ Co2t/3+

B3LYP/6-31H-G

R(A) 5.32 5.32 5.36 5.33 5.25

v(s? 1.16x 10 1.21x 10 1.18x 10% 1.17 x 10 1.18x 10

K 0.060 0.098 0.068 0.013 0.042

Ais (V) 0.611 1.930 1.788 0.862 0.685

Los (V) 1.502 1521 1.509 1.494 1.524

A (eV) 2.11 3.45 3.30 2.36 2.21
experimental

Kobs(M™1s7%) 4.2 (0.6) 2.0x 1075 (1) 3.0x 10 (3) 1.0x 1072(2) 3.3(3)

w (J/mol) 8720.0 7276.5 4910.3 5740.8 5078.1

Kpre (M™1) 0.178 0.179 0.181 0.179 0.174

ket (s71) 7.9x 107 2.1x 10 1.2x 1072 5.7x 101 15x 1%

AG* (J/mol) 51345.7 85851.2 79567.4 69674.7 55594.0

A (eV) 2.10 3.47 3.26 2.69 2.24

aThe calculated values fd®, includingx = 0.56 A, were used both to treat the experimental rate data using Marcus theory and to calgulate
Calculated values for and« were also used in treating the experimental data. Observed rates were taken from ref 29. The experimental ionic
strengths are listed in parentheses.

TABLE 4: Comparison of Observed Self-Exchange Rates TABLE 6: Comparison of Observed Bimolecular Electron
with Those Calculated for Similar lonic Strength Conditions Transfer Rates?62 with Those Calculated for Similar lonic
(), Using B3LYP/6-311G Strength Conditions ()
Fet3t  cpRtht Mn2+/3+ V2t cortht Fe(ll) + Cr(i) —  Fe(ll) + Mn(lll) —
u=06 u=10 u=30 u=20 u=30 Fe(ll) + Cr(Ill) Fe(lll) + Mn(ll)
Kobs 4.2 2.0x 10° 3.0x 10* 1.0x107? 3.3 experiment
Kealcd 49 37x10° 28x10%4 3.0x10! 56 w (M) 1 3
l0g Kobs 0.6 —-4.7 —-3.5 —-2.0 0.5 Kobs (M1 s7h) 2.30x 10° 1.02x 10*
logkeaca 0.7  —4.4 —-3.6 -0.5 0.7 B3LYP/6-31HG
AG® (kJ/mol) —115.12 —79.05
TABLE 5: Comparison of Calculated and Experimental A (kd/mol) 293.51 286.00
AG?° for Bimolecular Electron Transfer Reactions (kJ/mol)? AG* (kJ/mol) 27.10 37.44
v(sh 1.18x 10 1.17x 1012
B3LYP/DZVP B3LYP/6-31%#G expt K 0.076 0.063
Fe(Illl)ag+ Cr(1)ag— —137.072 —115.123 —113.677 ket (571) 1.46x 1C° 2.28x 10°
Fe(Ilag+ Cr(ll) o R(A) 5.36 5.31
Fe(Il)ag+ Mn(ll) og—  —43.544 —79.046 —74.353 w (kJ/mol) 7196.5 4968.7
Fe(lll)ag+ MN(I1) 5 Kpre (ML) 9.93x 1073 2.39x 1072
k(M~ts?) 1.45x% 108 5.44x 10¢

a Experimental values are derived from formal reduction potentials.
Calculated values are the calculated free energy changes after account- |n Table 6, we compare observed rates for the two redox
ing for the thermochemical contributions to the total energy for a 298.15 raactions vs those predicted for the corresponding experimental
K, 1 atm standard state (zero point, thermal, enthalpic, and entropic jo i strengths using the 6-31G basis set calculations. The
corrections to the electronic energy). o

calculated overall rate of the Fe(IH} Cr(ll) reaction is about
¢ 3 orders of magnitude too fast. Similar overestimations have
been the result in previous predictive studiek contrast, the
calculated rate for the Fe(Iy Mn(lll) reaction agrees remark-
&ably well with experiment. The Fe(lIf}- Cr(Il) reaction involves

treatment. However, it is prudent to evaluate the accuracy o
calculatedAG° using DFT methods to complete the description
of the usefulness of the ab initio approaches to predict outer
sphere electron transfer rates. Only a few such cross reaction X .
are thought to follow an outer sphere path#awhere the the transfer of an electron frc_)m ngrbltal to an g* orbital,

Marcus treatment is appropriately applied in some form, so we and the Fe(Il)+ Mn(lll) reaction involves the transfer of an

accordingly chose Fe(lll)/Cr(if§ and Fe(Il)/Mn(ll1) 061 electron from_ an & orbital to_ a by orbital. Since, from
A comparison of experimental vs calculat&® for the two molecular orbital theory, the direct electron transfer for both

bimolecular reactions is given in Table 5, including thermo- Processes are symmetry inhi_t?ited, the reactgnts_presymably
chemical corrections to the electronic energy. It should be noted Should have similar propensities to react. Likewise, ligand
that Gaussian94 uses a 298.15 K, 1 atm ideal gas standard statgxchange rates of at least one of the reac_tants in each equation
which leads to an underestimation in the total free energy of &€ slower than the overall redox reactiéhgherefore the

the molecule in solution by approximately 8 kJ/roT his error tgndenmes toward an outer sphere pathway should be roughly
is canceled out in the calculation AG°. however. In Table 5 similar. There are a variety of neglected factors that could lead
it can be seen that the 6-3tG basis set leads to relatively ~[© the overestimation of the Fe(H) Cr(lll) rate, many of which
accurate estimations @G° for these reactions, agreeing with have been inconclusively scrutinized elsewhere in the litera-
experiment values within about 4 kJ/mol, which are more than ture=° Neverthelessz the BSLYOP/6'31'B calcylgtions applied
satisfactory for application within the Marcus relations. In Nere to lead to predictions &G that are sufficiently accurate
contrast. the DZVP set leads AG® estimations that are 24 to be useful in the Marcus treatment of these bimolecular redox
31 kJ/mol off and can be considered no better than about 709 "€actions.

accurate on average for these reactions. Both basis sets lead tg Conclusions

~29 kJ/mol (6-31%G) and 16-59 kJ/mol (DZVP) underes- ’

timations of AG® for cross reactions involving Co, presumably Inner sphere reorganization energies calculated using the ab
due to our high spin assumption for Co(lll). initio approach of Klimkans and Larsson lead to useful and
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accurate values, assuming care is taken with choice of basis set (15) Eggleston, C. MAm. Mineral.1999 84, 1061.

ot byl _ (16) Tao, N. JPhys. Re. Lett. 1996 76, 4066.
and ab initio method. The variability in the observed self (17) Muller, R. P.. Warshel, AJ. Phys. Cheml995 99, 17516.

exchange rates for M(Ofs complexes is predominantly due  (1g) Straus, J. B.; Calhoun, A.; Voth, G. A Chem. Phys1995 102,
to the energy to reorganize the first hydration sphere. Jahn 529.

Teller contributions are conveniently and accurately included ~ (19) Smith, B. B.; Nozik, A. JJ. Phys. Chem. B997 101, 2459.
in the calculatedis value. This theoretical approach is, to our 36((5%9) German, E. D.; Kuznetsov, A. M. Phys. Chem. A998 102
knowledge, the first to lead tbs values that properly correlate (21) Ando, K.J. Chem. Phys1997, 106, 116.

with observed self-exchange rates for the hexaquo ions in this (22) Bader, J. S.; Cortis, C. M.; Berne, B.JJ.Chem. Phys1997 106,

; o ; 2372.
study. The effective electron transfer radii of these metal ions (23) Bu, Y. Song, X.J. Phys. Cheml994 98, 5049,

are estimqted to be slightly larger thar_l the average(]/oond (24) Bu, Y. X.; Ding, Y. J.; He, F. X.: Jiang, L. F.; Song, X. ¥t. J.
distance, in agreement with conclusions elsewhere Rhit Quantum Chem1997, 61, 117.
closely approximated by hard-sphere radii of the reactants.  (25) Bu, Y. X.; Wang, Y. X; Xu, F. Q.; Deng, C. Hl. Mol. Struct.

Relative B3LYP/6-31%G total energies for all but Co hexaqua 19?286;‘5}3;1?@5, A.: Larsson, SChem. Phys1994 189, 25.

ions in this study provide excellent estimates of the driving force  (27) Jakobsen, S.; Mikkelsen, K. V.; Pedersen, SJUPhys. Chem.
for the electron transfer step. 195(9§8)10§ 7411, k. D. RChem. Re. 1972 72, 215
. . . osseinsky, D. em. Re. " .

The methods discussed here _prOVIde a convenient means to (29) Sutin, N. Theory of electron transfer reactionsElactron transfer
produce reasonably accurate estimates of the Marcus parametergnd electochemical reactions; Photochemical and other energized reactions
A, v, k, R, and AG® to estimate outer sphere electron transfer Zu?ke)rmanfn, J. J., Ed; \éCH: New York, 1}386; Vol. 15, p 16Hk

) ; ; i i 30) Siefert, R. L.; Johansen, A. M.; Hoffmann, M. R.; Pehkonen, S.
rates. Marcus’ theory provides th_e unique gblllty to predict 3. Air Wasté Manage. Assot998 48, 128,
observable rates at the macroscopic scale using only molecular " (31) creutz, C.; Sutin, N. General reactivity patterns in electron transfer.
scale information on the elementary electron transfer step. In ain Electron transfer and electochemical reactions; Photochemical and other
broader perspective, the methods employed here could easil;ﬁn?lfog'md reactionsZuckermann, J. J., Ed.; VCH: New York, 1986; Vol.
be ex_tended to a wide Vane_ty of reaCtantS_ Where necessar ’(32) Gratzel, M Heterogeneous photochemical electron trans&RC
experimental data are unavailable and/or difficult to acquire. press: Boca Raton, FL, 1989.
Such systems include outer sphere electron transfer as a function (33) Wehrli, B. Redox reactions of metal ions at mineral surfaces. In

of speciation, and also heterogeneous electron transfer atﬁgt‘lf‘t(i:citfhlegng;ga")'éi{‘leti‘;’swmm' W., Ed.; John Wiley & Sons: New

interfaces, the subject of future work. (34) Miller, J. R.Nuav. J. Chim.1987, 11, 82.
(35) Weaver, M. J.; Lee, E. Unorg. Chem.198Q 19, 193.
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